
The Principle and Application of Diffusion Acceleration

Fu-Yun Wang

fywang0126@gmail.com



Diffusion Models: Markovian Perspective

n Assumption:

n  

n Forward Process: 

n  

n  

n Reverse Process:

n  

n Maximum Likelihood Estimation (MLE) 

is Equivalent to



Diffusion Models: Stochastic Differential Equation Perspective

The only unknown term is the score function.   

Train a neural network through score matching!

Probability Flow ODE: 

A deterministic reverse process

Exact Solution form of PF-ODE



Diffusion Models: Slow Inference Speed

How to speed up the diffusion generation?

n Reducing the number of function
evaluation (NFE). 

n Better Solvers.

n Adversarial post-training.

n Parallel Sampling.

n Distillation.
n Naïve distillation.
n Guided distillation.
n Score distillation.
n Consistency distillation.
n Rectification.



DPM-Solver
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Picard Iteration



Lower Bound of Picard Iteration = Sequential Denoising



Parareal Algorithm

Fine Solver (Parallel) Coarse Solver (Sequential)
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Understanding Diffusion Models from the PF-ODE path

We know the derivative w.r.t. time 𝑡. 

Discretized numerical solving. Naïve distillation.PF-ODE



Distillation Techniques: Progressive Distillation



Distillation Techniques: Consistency Distillation



Distillation Techniques: Phased Consistency Distillation



Application: AnimateLCM



Application: AnimateLCM



Consistency Training

Bootstrapping

Consistency Distillation

Consistency Training



Ground Truth of Score Estimation: Stable Consistency Tuning



Distillation Techniques: Score Distillation



Distillation Techniques: Score Distillation



Score Divergence Gradient Theorem

Simplify

Ignore



Distillation Techniques: Rectified Flow

Advantages:

n High-quality few-step generation.

n Flexibility on inference steps.

n Simple forms.



Distillation Techniques: Rectified Flow

n Linear interpolation.

n 𝑣-prediction.

n Rectification (Reflow).



Diffusion Models: A (relative) Unified Perspective

DDPM (Variance Preserving)

EDM (Variance Exploding)

Sub-VP 𝜎! = 1 − 𝛼!"

Rectified Flow 
(Flow Matching)

𝛼! = 𝑡	 𝜎! = 1 − 𝑡



The Magic of Rectified Flow: Retraining with Matched Noise-Sample Pairs



Flow Matching Training Is a Subset of Diffusion Training 



Rectified Diffusion: Extending Rectified Flow to General Diffusion Models



Rectified Diffusion: the Essential Training Target Is First-Order ODE

Important Points of First-Order ODE:

n It has the same form of predefined 
diffusion forms.

n It can be inherently curved.

n It can be transformed into straight lines 
with timestep dependent scaling.



Rectified Diffusion (Phased)



Rectified Diffusion Vs Rectified Flow



Rectified Diffusion Vs Rectified Flow

Rectified-Flow Rectified-Diffusion



Rectified Diffusion Vs Rectified Flow
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